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Abstract. The computationally demanding nature of radiativet. Introduction

hydrodynamical simulations of stellar surface convection WAk ot orogress in hydrodynamical simulations of solar and

rants an investigation of the sensitivity of the convective Stru‘s:'ellar ranulation and spectral line transfer (e.q. Nordiund &
ture and spectral synthesis to the numerical resolution and 'r_aving 1990: Stein & Npordlund 1989. 1998- A?s lund et al
mension of the simulations, which is presented here. ' ! » ASP )

1399, 2000a,b, hereafter Papers | and Il) have opened the door

With too coarse a resolution the predicted spectral lin
P P ?Qr more secure analyses of observed stellar spectra. Due to

tend to be too narrow, reflecting insufficient Doppler broade . : . L
g PP ﬂqe parameter-free nature of such convection simulations it is

ing from the convective motions, while at the currently higheﬁt w possible to compute self-consistent 3-dimensional (3D)
affordable resolution the line shapes have converged essentia a/ P pute . ) . .
model atmospheres and line profiles without relying on various

perfectly to the observed profiles. Similar conclusions are draw(q_hOC parameters, such as mixing length parameters, micro-

fromthe line asymmetries and shifts. Due to the robustness offife . .
pressure and temperature structures with respect to the nu arho_l macroturbulence, which are necessary in 1D analyses. Fur-
. : : . .nlﬁermore, the simulations successfully reproduce a variety of
cal resolution, strong e lines with pronounced damping wm% servational diagnostics like the solar granulation geometr
and Hr lines are essentially immune to resolution effects, ar% d 9 9 9 Y

can therefore be used for improved and logg determinations w and brightness properties, helioseismological constraints,

X nd spectral line shapes, asymmetries and shifts (e.g. Stein &
even at very modest resolutions. In terms of abundances, w f(j ) i I )
Fer and Fa lines show a very small dependence (.02 dex) ﬁ%rdlund 1998; Rosenthal et al. 1999; Georgobiani et al. 2000;

. . . : L Paper | and II).
while for intermediate strong lines with significant non-thermal . . . .
broadening the sensitivity increases (.10 dex) The advantages of using 3D convection simulations are
Problems arise when using 2D cbnvectic;n simulations Elaerefore clear and the results in terms of e.g. derived stellar el-
describe an inherent 3D phenomenon, which translates to (?Hn]ental abundances should be more reliable, besides of course
accurate atmospheric velocity fields and temperature and prter:g‘tfha:tnt:titr;hsfSs'trgﬁﬁnfgsv\ggtlié?,e?ﬁgﬁ:-i:‘zﬁ;ﬁgi I\'N%R:
sure structures. In 2D the theoretical line profiles tend to be 180 N . JOr .
shallow and broad compared with the 3D calculations and osou-Ch a procedure is S|m|I_arIy obvious. The required _computlng
servations, in particular for intermediate strong lines. In terrﬁg]ne;g F:Jeef:]ocremo?\éir:aasgllgrgfozlzgf ngiizﬁtot?rﬁcgfen ;”;Lt"a'
of abundances, the 2D results are systematically about 0.1 gy s€d P

lower than for the 3D case for Fdines. Furthermore, the pre- € current highest numerical resolution (2D0x82) is to-

dicted line asymmetries and shifts are much inferior in 2D wir?_JaY typically two CPU-we?ks On a supercomputer such as the
discrepancies amounting to 200ms-L. Given these short- ujitsu VX-1 (peak speed: 2.2 Gflops/CPU). Additionally, the

comings and computing time considerations it is better to uLE Zgzgﬁggﬁ)rgirg tlrs1eag O;Jt %[oc?)tr)]/s gggpggb(ge{ jéob'vé? ;c;rta
3D simulations of even modest resolution than high—resoluti@\ utpu IStS. ut s’ . '

. : urthermore, the 3D spectral line transfer is also relatively time-
2D simulations. . . SR . i

consuming even with the much simplifying assumption of LTE;

_typically the equivalent of> 10° 1D spectral synthesis calcu-
lations are necessary to obtain statistically significant spatially
and temporally averaged line profiles (e.g. Paper | and II).

Any approach that can significantly reduce the demand on
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07, France to 2D, since the CPU-time scales roughly with the number of
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grid points. Depending on one’s ultimate goal such a procedutez 1993) and was solved for eight inclined rayssangles
may or may not be acceptable. To exemplify, a more demandimgd 4-angles). The simulations cover the same 50 min time-
resolution is likely necessary if one is interested in studying deequence of the solar granulation with the initial snapshot for
tailed line asymmetries with a 10 msaccuracy or small-scale the 100<100x 82, 50x50x82 and 5x50x 63 cases interpo-
dynamic phenomena in the photosphere than if one is interedted from the 208200x82 simulation. The resulting effec-
in the required entropy jump between the surface and the intiee temperatureTeffE] are therefore very similar in all cases:
rior adiabatic structure in order to calibrate 1D stellar evolutidfi.g = 5767 +=21, 5768 £ 21, 5768 = 18 Kand5774 £ 14K, in
models (Ludwig et al. 1999). order of decreasing resolution. The larger time variatiof.ip
Here we present an investigation of the influence of the regith increasing resolution appears to be significant. Provision-
olution and dimension of the convection simulations on stellally we attribute it to the better ability to describe small scale
spectroscopy. In particular we will focus on the resulting spavents such as edge brightening of granules (Stein & Nordlund
tially and temporally averaged line profiles, shifts and asymm®998) with an improved resolution.
tries, although the differences in atmospheric temperature and To investigate the effects of dimensioninthe convection sim-
velocity structures will also be discussed as they contain thkations and spectral synthesis, we have additionally performed
keys how to interpret the spectral variations. For the purpose aeimilar 2D solar convection simulation with a numerical grid
have concentrated on Fe and H lines due to their wide applicé-100x82. The horizontal and vertical extensions are identi-
bility and diagnostic abilities for stellar astrophysics. The coneal to those of the 3D simulations, as are the input physics in
parisons between 3D simulations of different resolutions atetms of equation-of-state, opacities and chemical composition.
between 2D and 3D simulations have been performed strictiyorder to achieve the corre€lg the entropy of the inflowing
differentially in the sense that the differences are restricted omgjgs at the lower boundary had to be adjusted compared with the
to the resolution and dimension of the simulations with all oth8D simulations. The difference in inflowing entropy amounts
numerical details being identical. The basic question we attenipt4.2 - 107 erg/g/K, which is consistent with the findings of
to address is therefore: What is the required minimum resolutibndwig et al. (in preparation) who used similar convection sim-
in order to still obtain realistic results? ulations. The 2D simulation sequence used for the subsequent
spectral synthesis covers in total 16.5 hr solar time, although
the full simulation is significantly longer (23 hr); the first part
of the simulation has not been used in order to allow the convec-
The 3D and 2D model atmospheres of the solar granufi€ structure to achieve thermal relaxation after modifying the
tion which form the basis of the present investigation ha@ntropy structure of the initial vertical slice which was taken
been obtained with a time-dependent, compressible, radiatifi@m a 3D snhapshot. The resultifigs is similar for the two
hydrodynamics code developed to study solar and stellar gr&Atresponding simulation sequences used for the line formation
ulation (e.g. Nordlund & Stein 1990; Stein & Nordlund 1989¢alculationsTecg = 5732 £ 87K (2D) andT.g = 5768 + 21K
1998; Asplund et al. 1999; Ludwig et al. 1999; Paper | and 1I§3D: 100x100x82); the difference of 36 K has a minor influ-
The code solves the hydrodynamical conservation equation€Bge on the resulting line profiles. The larger time variability of
mass, momentum and energy together with the 3D or 2D eqﬂ@i“ emergent Iuminosity in 2D is a natural consequence of the
tion of radiative transfer under the assumption of LTE and tisgnaller area coverage, which makes the influence from individ-
opacity binning technique (Nordlund 1982). For further detailé@l granules more pronounced.
on the numerical algorithms the reader is referred to Stein &

Nordlund (1998). 3. Spectral line calculations and observational data
To study the effects of numerical resolution in 3D solar con-

vection simulations and spectral synthesis, non-staggered E(jr o the 3D and 2D spectral syntheses the convection sim-
lerian meshes with 200200x82, 100< 100x82, 50x50x 82 ulations were interpolated to a finer depth scale to improve the
and 50<50x63 gridpoints have been used. In all other redccuracy of the radiative transfer. The new vertical scale only ex-
spects the simulations are identical. The depth scale ranffgided down to 0.7 Mm instead of 3.0 Mm for the original solar
from 1.0 Mm above to 3.0 Mm below the visual surface angimulations. Additionally the horizontal resolutions of the orig-

has been optimized to provide the best resolution in the 1d)@! simulation sequences were in the case of the<lDx 82
ers with the strongest variations offtiz and d7/dz2, which and 200<200x 82 simulations decreased to:680x 82 while

for the Sun occurs around = 0Mm. All three simulations €taining the physical horizontal dimensions of the numerical
with 82 depth points have furthermore identical vertical depfPX t0 €ase the computational burden. Various test calculations
scales. In all cases the total horizontal dimension measuf§sured that the procedure did not introduce any differences in
6.0x 6.0 Mm, which is sufficiently large to include 10 gran- the resulting line profiles or bisectors. It is important to em-
ules at any time. The equation-of-state was provided by pvihasize that the effects of the numerical resolution in the con-
halas et al. (1988) with a standard.scl)lar chemical c_ompositiom Since the entropy of the inflowing gas at the lower boundary is
(GrQVess_e &S§UVa|.1998)- The radiative trar!sfer during the cQRed as a boundary condition rather than the emergent luminosity at
vection simulations included up-to-date continuous (Gustafss®s surface as commonly done in classical 1D model atmospheres, the
et al. 1975 with subsequent updates) and line opacities (KesultingT.« varies slightly with time throughout the simulation.

2. Hydrodynamical surface convection simulations
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Table 1. The continuum intensity contrast for simulations of different 1 o~ F E
resolution and dimension 1
Simulation Iims/T @ 620Nm ]

No smearing Telescope Telescopetseeily 0121 |
200°x82  0.168 £0.004 0.1424+0.004  0.086 = 0.003 S i 1
10082  0.166 £ 0.005 0.144 + 0.005 0.089 + 0.004 3 i
50% %82 0.164 £ 0.007 0.146 £ 0.007 0.096 + 0.006 =2 L J
50%x63 0.157 £ 0.007 0.140 + 0.006 0.092 + 0.005 = 13
100x82  0.175+0.031 0.162+0.030  0.119 +0.028 A E
# One Lorentzian of width a=0.15 Mm (Nordlund 1984) ]
® Two Lorentzians of widths a=0.15 Mm and b=1.5 Mm with weighting | ]
p=0.4 (Nordlund 1984) o-14 i

0.0 0.5 1.0 1.5
log k [1/Mm]

vection simulations on e.g. the atmospheric temperature and
velocity structures will be fully contained in the interpolatedtig. 1. The average power spectrum of the continuum intensity at
snapshots used for the line transfer calculations; in the end @28 nm for different resolutions of the solar convection simulation:
spatially and temporally averaged profiles are averaged over $#0x200x82 (solid line), 106:100x82 (dotted line), 56:50x82
ficiently many columns (about 250 000 comparative 1D mod&@ashed line), 525063 (dot-dashed line) and 18®@2 (solid line

atmospheres) that 4 or 16 times more columns will not maWéIh diamonds). No smearing representing the finite telescope and at-

any noticeable difference. The theoretical line formation wg']SOSpher'C seeing has been applied to t.he Intensity iImages fror.n the
anulation simulations. Note that the higher resolution simulations

. . . T
performed for each simulation snapshot (30 intervals) of tﬁ%olve smaller scales than shown in the figure but those have been

full convection sequences described in Séct. 2 covering in tofglirted here to correspond directly with the lowest horizontal resolu-
50min (3D) and 16.5hrs (2D) solar time, i.e. 100 and 1988gn studied (5&50)

respectively, different snapshots.
For the spectral syntheses the assumption of L £ B . .
B,) has been made throughout. The background opacities W%qu:e = 0.2dex) from which the abundance returning the

computed using the Uppsala opacity package (Gustafsson e ﬁerved equwalent_ width was mterpola_lted. When comparing
1975 with subsequent updates) while the equation-of-state synthesized profiles and bisectors with observations the so-

supplied by Mihalas et al. (1988). Here only intensity profilelglr intensity atlas of Brault & Neckel (1387) and Neckel (1999),

at disk-center have been calculated. which is based on an accurate wavelength calibration (Allende

The sample of lines used in the present project consist%ﬁeto&ear.ca Lopez 1998), has bt_aen utilized. The same mea-
of the weak and intermediate strong lin@&y( < 10 pm) Fer sured line bisectors as presented in Paper | have been adopted

and Fat lines of Blackwell et al. (1995) and Hannaford et alhere'

(1992), respectively. Additionally five strong Fénes (407.2,
491.9, 523.3, 526.9 and 544.7 nm) with pronounced dampifigEffects of resolution in 3D
wings were included W.'th paramet§r§ identical to those ado.ptf.‘l Effects on continuum intensity contrast
in Paper Il. For the Felines the collisional broadening was in-
cluded following the recipes of Anstee & O’Mara (1991, 1995 he horizontal temperature variations in the photosphere be-
Barklem & O’Mara (1997), Barklem et al. (1998, 2000b), whiléween granules and intergranular lanes produce a pronounced
for the Fai lines the classical damping result was adopted bawntinuum intensity contrast, which together with the velocity
enhanced with a factdf = 2. The lines and their atomic datafield modify the resulting spectral line shapes and asymmetries.
are listed in Tablg]2. In particular, the accurate laboratory waverovided the image degradation introduced by the finite reso-
lengths of Nave et al. (1994) and S. Johansson (Lund, 1988jon of the telescope, instrumentation and telluric atmosphere
private communication) for Feand Fai1 have been adopted.can be modelled, the observed intensity contrast of the solar
Finally, Ho and H3 profiles have been calculated using the Vigranulation can thus function as an important additional test
dal et al. (1973) broadening theory. to confront with predictions from surface convection simula-
Since the resulting line profiles turned out to depend on thiens. TabldJl summarizes the theoretical results calculated at
numerical resolution (Se€t 3.2 ahd]5.2) we had to resort to the= 620 nm from a temporal average of simulations of differ-
use of equivalent widths when comparing the derived Fe abamt numerical resolution, both from the raw unsmeared images
dances for the weak and intermediate strong lines, although thiel when accounting for the seeing. In 3D, varies only
is not necessary with the highest resolution (Paper | and K)ightly with resolution, being 16.8% at the highest resolution
For the purpose we adopted the values used by Blackwell etvaithout any smoothing. The slight increase with improved res-
(1995) and Hannaford et al. (1992) for therrand Far lines, olution follows from the lower effective numerical viscosity in
respectively. As in Paper | and Il, each theoretical line prthe simulations, which allows more power on smaller spatial
file was computed with three different elemental abundancesales, as evident from Fig. 1. It should be noted that the inten-
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Fig. 2. Upper panel:The mean temperature structure in solar co@ - E
vection simulations of different resolution: 20@00x82 (solid), & - E
100x 100x82 (dotted), 5&50x82 (dashed) and 5060x63 (dot- ; r ]
dashed).Lower panel: The temperature differences relative to thec E B
200x 200x 82 simulation (positive values correspond to lower temper- r ]
atures than for 200200x 82). The mean temperature isavery robust qoF . L
property with no significant difference between the simulations 1 0 ] 2 3
Depth [Mm]

sity contrast is much smaller than the temperature contrasti- 3. The temporal mean vertical velocitygper pangland horizon-
the photosphere, since the surface with continuum optical deEﬁHms vertical velocitylower pane) in solar convection simulations

. ; ; ifferent resolution: 20@200x82 (solid), 100<100x 82 (dotted),
unity is corrugated and thus the high temperature gas is paﬂj}ﬂ'
hidden from sight (Stein & Nordlund 1998). 50x50x 82 (dashed) and 5060x 63 (dot-dashed). The upper bound-

. .. . . __ary condition, which stipulates equal vertical velocities in the two up-
. The effects of seeing is célearly visible in Table 1, brin permost layers, causes the horizontal part of the curves at the top.
ing Irms down to about 8-9%. Although poorly known theqsitive vertical velocities correspond to downflows

atmospheric and telescope point spread functions (PSF) have

here been provisionally accounted for by convolving the orig-

inal intensity images with two Lorentz profiles with widthdar images (e.g. Lites et al. 1989), which suggest = 8-9%

a = 0.15Mm andb = 1.5Mm and relative weighting of at 620 nm.

p = 0.4, following the discussion in Nordlund (1984). Phys- Itshould be noted, however, that due to the obscuration from
ically, the narrow component corresponds to the broadenithg poorly understood seeing effects, probably the best test of
by the telescope and the extended part scattering by the atthe-intensity contrast comes from a comparison of spectral line
spheric seeing. The latter profile is the most crucial factor whasymmetries rather than images. Spatially averaged bisectors
comparing with observations but also the more uncertain. Quaine seeing-independent measures of the produdt,qf and
titatively different contrasts are obtained when adopting differ; ,.,,; but the latter is fixed by the width of the spectral lines.
ent broadening parameters or using Gaussian PSFs rather @ excellent agreement between predicted and observed line
Lorentz profiles. The reversal of the trend with numerical resshapes and asymmetries indirectly also show that the theoretical
lution is due to the increased power at smaller spatial scales with; must be very close to the real solar value.

improved resolution (Fill1) which makes the contrast slightly

smallerlat the.relevant Iarger scales after .smearing. A detailfg_ Effects on line shapes and abundances

comparison with observations would require an accurate mod-

elling of the convolution functions, which is beyond the scopthe non-thermal broadening of spectral lines stems predomi-
of the present investigation. We happily note though that thantly from the Doppler shifts due to the convective flows in-
values given in Tablgl1 are in close agreement with the best kefent in the granulation (e.g. Paper I). A substantial part of the
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5 = 3 200x200x 82 (solid) and 56:50x 82 (dashed). All profiles have been
= [ ik ] computed with logg. = 7.50
. 102k 2007x82 T} |
38 N I 100°x82 *r|
£ N e S0°x82 1 not correct in the photospheric layers which are important for
Z 40! 3 Lo T - the line broadening. Although the bulk of the velocity distribu-
F = 3 tions only show minor differences, the high-velocity tails of the
1090 N1 ‘ i 7 distributions are indeed quite sensitive to the resolution [FFrig. 4).
2 5 0 5 4 With a better resolution the more extreme velocities, which can

contribute significant line broadening, are more likely due to
the smaller effective viscosity. On the basis of such consider-

Fig. 4. Histogram of the vertical velocity distribution at the visible Surations, one would therefore expect the widths and strengths of
face ¢ = 0.0Mm, upper panel and in higher line-forming layers \eak lines to be less sensitive to the resolution while stronger,

(z = —0.23 Mm, lower pane) in the solar convection simulations a
different numerical resolution. Positive vertical velocities correspo
to downflows. With a higher resolution the tails of the velocity distri-
butions are better sampled

total line strength of solar Fe lines is therefore contributed
the convective broadening, in particular for stronger, partly sa

Ezczrtly saturated, lines should show a higher degree of depen-

nce. It can be noted that the vertical velocity distributions are
quite symmetric in terms of up- and downflows at the visible
surface and line-forming regions, while itis markedly skewed in
the deeper layers, with much larger descending velocities (Stein

%Nordlund 1998). In warmer stars such as F stars with more

ue_lked granulation (Nordlund & Dravins 1990; Asplund et al.,

rated, lines. The mean temperature structures in the simulati
are essentially determined by mass conservation and the am&tl
of radiative cooling at the visible surface, which should be basi-

callyindependent of the numerical resolution (Stein & Nordlurd©
1998). As seenin Fifjl 2 the temperature structures in the varidl E
3D simulations are indeed very similar, which is also true fortl‘?élm ; ) .
average entropy structures. From this follows thataherage 2(.)00)’ with a lower resolution the_ comqued Ilnes. tend to be
vertical velocity is similar in the convection zone (K. 3) but i§l|ghtlytoo Qt?ep arjd narrow fora given eqU|v§IentW|dth. Some-
is not true that also the velocity distributions will be insensitiv@’hat surprisingly it was found that the additional broadening

to the resolution (Stein & Nordlund 19@” particular this is preferentially was contributed to the blue wing of the profiles.
It appears that the increased number of regions with downflow

2 Inthe higher atmospheric layers, the mean vertical velocities refld&@locities of~ 2.5 km s~ with poorer resolutions largely com-
more propagating waves than convective motions, which are excif@nsate the lack of even larger redshifted velocities.
by small-scale acoustic events and therefore show a sensitivity to the Although the lower resolution simulations do not provide all
resolution. the necessary line broadening, one may hope to be able to de-

greparation) the asymmetric velocity distributions also in the
Hh‘,(alospheric layers will be manifested in the line formation.
As suspected the line widths for a given line strength in-
ase with increasing numerical resolution, which is illustrated
ig.[5. Since at the highest resolution the line profiles match
ost perfectly the observed profiles (Paper | and II; Asplund
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Fig. 6. The abundances derived from iHeipper panél and Far (lower pane) lines as a function of the excitation potentitf{ pane) and

equivalent widthsr{ght pane) for two different resolutions: 200200x 82 (filled circles) and 5250x 63 (open circles). The solid and dashed

lines are least-square fits to the two sets of abundances. The abundances for the intermediate resolutions are not shown for clarity but generally
fall in between these two cases. Note that the trends are more pronounced here than in Paper Il due to the use of equivalent widths instead of
profile fitting

rive elemental abundances from equivalent widths even wighplain the difference between the Blackwell et al. (1995) and
a limited resolution. Tablgl2 lists the individual abundancésolweger etal. (1995) results for Eesince the former sample is
thus derived for the different simulations. The mean Fe abumore biased towards lines sensitive to the non-thermal broaden-
dances from the weak and intermediate strong lifees are ing. Such a conclusionis supported by the smaller trend for Fe
7.4840.05,7.51 4 0.05, 7.52 4 0.06 and7.53 & 0.06, in order lines (FigL6) with equivalent widths taken from Hannaford et al.
of decreasing numerical resolution, while for thetHes the (1992). We expect that the remaining trends will vanish further
corresponding results are47 +0.09, 7.48 £ 0.09, 7.50 £ 0.10 atan even higher resolution in the simulation but there may also
and7.51 + 0.10. As expected the stronger and partly saturatdx an influence from departures from LTE for the intermediate
lines show a greater dependence on the resolution, since theiseng lines (Paper Il); we note that no trend is apparent for
lines are sensitive to the line broadening contributed by the c@®i1 or Fer lines at the present best resolution (Asplund 2000,
vective Doppler shifts. As a consequence there is a more pRaper Il).

nounced trend between line strength and the derived abundancelhe very strong Felines with pronounced damping wings
with poorer resolution, as shown in Fig. 6, which is also r@nthe other hand show a very small variation between the differ-
flected in an increased scatter. Even at the highest resolutgsr simulations, which follows naturally by the robustness of the
there is still a minor trend present but it is further diminishepghotospheric temperature and gas pressure structure and thus the
when considering line profiles rather than equivalent widths (Resllisional broadening. In terms of abundances the differences
per I1). A possible explanation for this may be that the measurbdtween the various simulations only amount3o0.02 dex.

Fer equivalent widths of Blackwell et al. (1995) suffer from &trong lines are therefore well suited for accurateglatpter-
slightly too high continuum placement. This would also partlgninations (e.g. Edvardsson 1988; Fuhrmann et al. 1997) using
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Table 2. Atomic data and derived abundances for Fe lines using 3D and 2D convection simulations

Species Wavelength  logf X1 Wi log ere log ere log ere log ere log ere™
[nm] [eV] [pm] (200%°x82)  (100%°x82)  (50%x82) (50%x63) (100x82)

Fer 438.92451 -4.583 0.052 7.17 7.46 7.53 7.56 7.55 7.40
44454717 -5.441 0.087 3.88 7.44 7.46 7.45 7.45 7.34
524.70503 -4.946 0.087 6.58 7.46 7.52 7.53 7.53 7.39
525.02090 -4.938 0.121 6.49 7.47 7.52 7.54 7.53 7.39
570.15444 -2.216 2559 8.51 7.55 7.59 7.61 7.62 7.50
595.66943 -4.605 0.859 5.08 7.46 7.49 7.49 7.49 7.38
608.27104 -3.573 2.223 3.40 7.45 7.47 7.46 7.47 7.38
613.69946 -2.950 2.198 6.38 7.41 7.45 7.46 7.47 7.37
615.16182 -3.299 2.176 4.82 7.41 7.44 7.43 7.45 7.36
617.33354 -2.880 2.223 6.74 7.44 7.48 7.49 7.50 7.40
620.03130 -2.437 2.608 7.56 7.55 7.60 7.61 7.62 7.51
621.92808 -2.433 2.198 9.15 7.49 7.53 7.54 7.55 7.42
626.51338 -2.550 2.176 8.68 7.47 7.52 7.53 7.54 7.42
628.06182 -4.387 0.859 6.24 7.46 7.50 7.51 7.51 7.39
629.77930 -2.740 2.223 7.53 7.46 7.50 7.52 7.53 7.42
632.26855 -2.426 2.588 7.92 7.58 7.63 7.64 7.65 7.54
648.18701 -2.984 2.279 6.42 7.49 7.53 7.54 7.55 7.45
649.89390 -4.699 0.958 4.43 7.46 7.49 7.48 7.49 7.38
657.42285 -5.004 0.990 2.65 7.42 7.43 7.41 7.42 7.31
659.38706 -2.422 2.433 8.64 7.54 7.58 7.59 7.60 7.48
660.91104 -2.692 2.559 6.55 7.49 7.53 7.54 7.55 7.45
662.50220 -5.336 1.011 1.36 7.39 7.40 7.38 7.38 7.27
675.01523 -2.621 2.424 7.58 7.50 7.54 7.56 7.57 7.46
694.52051 -2.482 2.424 8.38 7.50 7.55 7.56 7.57 7.45
697.88516 -2.500 2.484 8.01 7.50 7.55 7.56 7.57 7.45
772.32080 -3.617 2.279 3.85 7.52 7.54 7.53 7.54 7.46

748 +0.05 7.51+£0.05 7.52+0.06 7.53+0.06 7.4140.06

Fer 457.63334 -2.940 2.844 6.80 7.47 7.51 7.55 7.56 7.53
462.05129 -3.210 2.828 5.40 7.39 7.42 7.46 7.47 7.44
465.69762 -3.590 2.891 3.80 7.45 7.47 7.49 7.50 7.48
523.46243 -2.230 3.221 8.92 7.50 7.53 7.55 7.56 7.53
526.48042 -3.250 3.230 4.74 7.61 7.63 7.66 7.67 7.66
541.40717 -3.500 3.221 2.76 7.38 7.39 7.40 7.41 7.41
552.51168 -3.950 3.267 1.27 7.40 7.41 7.41 7.41 7.43
562.74892 -4.100 3.387 0.86 7.46 7.46 7.47 7.47 7.50
643.26757 -3.500 2.891 4.34 7.40 7.42 7.44 7.45 7.45
651.60767 -3.380 2.891 5.75 7.58 7.61 7.63 7.64 7.64
722.23923 -3.360 3.889 2.00 7.59 7.60 7.60 7.61 7.64
722.44790 -3.280 3.889 2.07 7.53 7.54 7.55 7.55 7.58
74493305 -3.090 3.889 1.95 7.30 7.30 7.31 7.31 7.32
751.58309 -3.440 3.903 1.49 7.50 7.50 7.51 7.51 7.55
771.17205 -2.470 3.903 5.06 7.42 7.44 7.46 7.47 7.48

7.4740.09 7.48+0.09 7.50+£0.10 7.51+0.10 7.5140.10
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simulations of even very modest resolution, due to the consBe mean temperature to the resolution, in particular in the rele-
tentresults interms of abundances derived from weak and straagt line-forming layers (Fid12), one would therefore expect the
wings of the Balmer lines to be independent to such details. It

Fe1 lines (Paper ).

According to common wisdom the Balmer line strengths idoes not come as a surprise then that the predictednd H3

late-type stars are essentially a diagnostic of the atmosphéinies are indeed identical in the different simulations. Hydro-
temperature structure (e.g. Gray 1992), since the pressugen lines can therefore with confidence be employed for more
sensitivity of the Stark-broadening cancels the pressurealisticT.g determinations based on 3D simulations even of
dependence on the number of kbns in the ratio of line opacity very limited resolution, provided of course that the theoretical
to continuous opacity, leaving the necessary excitationidi$d (atomic) H broadening is properly understood (Barklem et al.

a probe of the temperature structure. Given the immunity 2000a).
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e S o "7 | as exemplified in Fig]7. Although the overall bisector shapes
L 1 are similar, the details are not. In particular the lowest resolu-
1.0r | tion simulation produces deviant bisectors, while the interme-
> I 1 diate cases resemble more closely the results obtained with the
2 081 7 highest resolution. It therefore seems like the simulations have
= r 1 nearly converged in terms of detailed line asymmetries. The dif-
Pl N ferencesin predicted bisectors compared to the best case amount
= i 1 t0<200ms! for the 50<50x 63 simulation.< 150 ms~! for
© 0.4 - the50x50x 82 simulationanck 50 ms~! forthe 100< 100x 82
- 4 simulation. In particular the disagreement is largest at line cen-
02k -|  ter and close to the continuum, which also means that in order
I 1 to predict accurate stellar line shifts (50ms!) a high nu-
ool . . .+ . . . 4w . . .+ . . . 1 merical resolution{ 1003) for the 3D convection simulations
-0.6 —0.4 -0.2 -0.0 0.2 isnecessary. The remaining discrepancies in the cores of strong
Doppler velocity [km/s] lines even at the highest resolution is most likely due to the influ-
o ence from the outer boundary or possibly departures from LTE
I 1 (Paperl). It should be remembered, however, that at the heights
1ol 1 where the cores of such strong lines are formed the convection
r 1 simulations are likely the least realistic due to missing ingredi-
> F 4 ents, such as departures from LTE, influence of magnetic fields
% 08¢ | and additional radiative heating due to strong Doppler-shifted
g i {1 lines.
v 0.6 ] Fig[8 shows the differences between the predicted and ob-
s i 1 served bisectors for the Fdines in Table[2 for the various
o 04r 7 3D resolutions. Systematic shortcomings are apparent for the
r 1 poorer resolution but the situation gradually improves with
0.2 - higher resolutions. In particular for the most extensive simu-
- 1 lation, most predicted bisectors agree very nicely with the ob-

oo served line asymmetries (the increased scatter close to the con-
-0.6 -0.4 -0.2 -0.0 tinuum is due to the influence of weak blends). The inclusion
Doppler velocity [km/s] of additional Fe lines corroborates this conclusion (Paper 1).

F|g 7. The predicted bisectors for the F608.2 Upper pane) and Clearly both a h|gh vertical and horizontal resolution is neces-
621.9nm Lower panel lines at different resolutions of the solarsary to have accurate predictions in terms of line asymmetries.
convection simulation: 200200x 82 (solid), 100« 100x 82 (dotted),

50x50x 82 (daShed) and 5060x 63 (dOt-daShed) All proflles have 5. Companson between 2D and 3D

been computed with log-. = 7.50. Since with the highest resolu-

tion the theoretical bisectors agree almost perfectly with the obsenfed.. Effects on continuum intensity contrast

bisectors (Paper 1) it is clear that an insufficient resolution produ
discrepant line asymmetries

©
N}

“Phe restrictionto 2D forcesthe over-turning motion to take place
only in one horizontal direction rather than two, which in turn
produces different typical length scales and convective veloci-
ties in the photosphere compared to 3D. According tdFig. 1 the
granular scales are slightly larger in 2D as a result of the larger

The departures from perfect symmetry in the spectral line prioerizontal pressure fluctuations (Ludwig et al., in preparation),

files reflect the convective motion and the temperature-velocithich also implies that the intensity contrast will be different

correlations in the line-forming region and thus serve as senglative to the 3D case in order to maintain the larger spatial
tive probes of the detailed photospheric structure. For the Sebales. The 2DI,,, is notably larger than for the correspond-
spectral line bisectors have characteristieshapes although ing 3D simulation even with the same effective viscosity (i.e. the
weaker lines only show the upper part of ttie At the cur- same horizontal resolution dx): 17.5% and 16.6%, respectively.
rently best available numerical resolution (208D0x82) the This difference partly explains the discrepant line asymmetries
predicted solar line shifts and asymmetries agree very welliin2D, as shown in Se¢t.5.3.

general with observations (Paper I), which therefore lends very

strong support for the realism of the solar convection simul

tions.

The differences in vertical velocities (Fig$. 3 &hd 4) at diffeBue to the smaller computational demands posed by 2D convec-
ent numerical resolutions manifest themselves in slight but rt@n simulations and radiative transfer computations compared
ticeable differences in the predicted line shifts and asymmetrigs corresponding 3D calculations, it is of interest to compare

4.3. Effects on line shifts and asymmetries

B7. Effects on line shapes and abundances
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the effects of number of dimensions on the predicted spectral In terms of derived abundances the 2D and 3D results show
line profiles. Since the temperature and velocity structures dgstematic differences. The sample ofi fines in Tablé P give
pend on the number of dimensions as seen in Figs. dnd 10néan Fe abundances o651 + 0.05 (3D: 100x100x82) and
can not be assumed that the predicted line shapes and strengthis+ 0.06 (2D: 100x82). The corresponding results for the
will be the same in 2D and 3D. The restriction to 2D faciliFen lines are7.48 + 0.09 (3D) and7.51 + 0.10 (2D). The re-
tates a more efficient merging of down-flows. This producesaining difference in meafi.g of 36 K between the 2D and
larger horizontal scales in 2D (FIg. 1, which is associated wiD case translates to an abundance difference foaRd Fa1
larger horizontal pressure fluctuations and thus different verticdl-0.03 and +0.01 dex, respectively. The larger difference be-
velocity structures. The details of the differences in the tempéeen the 2D and 3D cases forHimes is a natural consequence
ature structures are more subtle but are related to the velodfyhe greater sensitivity to the temperature structure for those
variations; cf. Ludwig et al., in preparation, for a detailed didines. The derived 2D Fe abundances show essentially identical
cussion on the physical reasons for the differences in convecticends with equivalent widths and excitation potential, as seen
properties between 2D and 3D. in Fig.[12; the differences in the Feesults are basically re-
Fig[1I1 shows a couple of theoretical 2D and 3D Fees stricted to a systematic offset of about 0.1 dex for all lines. With
computed with the Fe abundances given in Table 2 to return the current best solar simulation (the 2Q0x 82 simulation
same equivalent widths; the Bdines show the same behaviouused here) and profile fitting instead of equivalent widths, nei-
and discrepancies. Although the overall line shape (but not tiver the Fe nor the Far lines show any significant trends with
detailed line asymmetries and shifts as discussed in[Selct. 5.2sitation potential, and only Feines depend slightly on line
relatively similar for weaker Felines, the profiles of interme- strengths, which may reflect departures from LTE rather than
diate strong lines are very different, with the 2D profiles beinghortcomings of the convection simulations as such (Paper ).
much shallower and broader than the corresponding 3D profiles. Strong Fa lines with pronounced pressure damped wings
Since in 3D the predicted lines agree almost perfectly with oban be efficient gravitometers (e.g. Edvardsson 1988; Fuhrmann
servations (Paper | and Paper Il), itimplies that the agreemenrgisl. 1997), provided the collisional broadening is properly un-
relatively poor in 2D. In particular, even at very high resolutioderstood (Anstee & O’Mara 1991, 1995; Barklem & O’Mara
in 2D abundance analyses would have to be restricted to usiri97; Barklem et al. 1998, 2000b). Due to differences in pres-
equivalent widths rather than profile fitting due to the inhereatire and temperature structures, the predicted strong lines are
shortcomings of the 2D predictions. Likewise, with 2D analyindeed quite differentin 2D compared to in 3D, with the 2D lines
ses too low projected rotational velocities of the stars would being stronger for a given abundance. While in 3D the strong
obtained due to the too broad predicted line profiles. Fer lines imply abundances consistent within 0.05 dex of those
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qf weak and intermediate strong Iines.(Paper I),in2D the stroE%. 10. The time-averaged mean vertical velocigpper pandl and
lines suggest abundances systematically about 0.10 dex IOW {zontal rms vertical velocityd@wer pane) in solar convection sim-

_than those of weaker_line;. This naturally translgtgs to signifiations of different number of dimensions: 3D (solid) and 2D (dotted).
icant errors when estimating stellar surface gravities from thgsitive vertical velocities correspond to downflows

wings of strong lines using 2D convection simulations.

In 3D the H lines are effectively independent on the cho-
sen resolution as discussed above. When comparing 2D with
3D the same conclusion does not follow automatically since tisbich for solar-type stars take an-shaped bisectors. Since
convective transport properties and therefore temperature stitugth the temperatures and flow pattern are different in 2D than
tures are different, as illustrated in Aig. 9 and discussed in detaiBD (Figs[9 and0), the predicted bisectors will depend on
by Ludwig et al., in preparation. The temperature differencetise adopted number of dimensions of the convection simula-
notably larger between 2D and 3D than for different numetiions, which is illustrated in Fig. 14 for a couple of Fines.
cal resolution in 3D (Fid.l2). As seen in Higl13 the resultinglthough the overall bisector shapes are qualitatively similar the
Balmer H3 profiles are however very similar, albeit with minodetailed line asymmetries are not, neither for weak nor interme-
differences in the near wing, with the 2D profile being slightlgiate strong Feand Fa1 lines. The predicted line shifts from the
broader than in 3D, in accordance with the somewhat stee@€ simulation are less blue-shifted by typically 100-200Th s
temperature gradient (Fi{g. 9). Since in termdpf the differ- compared with the corresponding 3D estimates for weak lines,
ence only amounts to about 30K, an accufBig calibration although the differences vanish for stronger lines with cores
using Balmer lines should be possible with 2D convection sirfermed above the granulation layers. Due to the complex inter-
ulations, provided the remaining problems with the theoreticallay between temperature inhomogeneities, velocity fields and
(atomic) H line broadening can be addressed (Barklem et latightness contrasts in producing the line asymmetries, itis very
2000a). difficult to identify which difference in the physical variables is
most responsible for the bisector variations, but it is clear that at
least the quite different convective velocities play an important
role, since the deceleration zone occurs over a larger vertical ex-
The atmospheric temperature inhomogeneities and macroscagit with different amplitude of the vertical velocities, as seen
velocity fields produce characteristic spectral line asymmetrids Fig.[10.

5.3. Effects on line shifts and asymmetries
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| ] The numerical resolution in 3D has a limited influence on
- 1 the theoretical line profiles and asymmetries. With a too coarse
resolution the lines tend to be slightly too narrow and deep,
but at the highest resolution we have used to date the predic-
tions have converged almost perfectly to the observed values,
both in terms of line shapes and asymmetries, which lend strong
support to the realism of the convection simulations. In terms
of abundances, weak lines show a small dependence on reso-
lution (~ 0.02 dex) while intermediate strong lines with their
larger sensitivity to the non-thermal Doppler broadening show a
greater dependencg (0.10 dex). Both for the intention of deriv-
ing accurate elemental abundances and using line asymmetries
as probes of stellar surface convection, a resolutior af)03
appears sufficient considering the observational uncertainties
02k -| in stellar spectroscopy todays(0.05dex and<s 100ms1,
r 7 respectively). On the other hand, strong lines of &ed H are
only marginally affected by the resolution, since they mainly re-
0.0 L L — — o flect the atmospheric temperature and pressure structures which
—10 o v > 10 converge already at very modest resolution, as a natural conse-
oppler velocity [km/s] . .
guence of mass conservation (Stein & Nordlund 1998). There-
Fig. 11.The predicted Fe608.2 (weaker) and 621.9 nm (stronger) linefore, accuratd g and logg calibrations can be achieved even

at different number of dimensions of the solar convection simulatiofith a grid of 3D convection simulations of very limited reso-
3D (solid) and 2D (dashed). The individual Fe abundances have b@gion.

adjusted according to Tatlg 2 to produce the same equivalent widths Unfortunately 2D convection simulations appear less reli-

in 2D and 3D able for abundance analyses and studies of line asymmetries,
since the inherent convective transport properties are different
The discrepancies are even larger closer to the continudm2D compared to in 3D. The predicted line profiles in 2D are
amounting to as much as 300 m's as evident in Fig_15 which too shallow and broad for a given line strength, in particular for
shows the differences between theoretical and observed s#igrmediate strong lines which are sensitive to the convective
Fel line bisectors for the corresponding 2D and 3D simulationgglocity broadening. As a consequence, the agreement with ob-
It should be noted that the time coverages are sufficient for bégrved profiles is far from satisfactory. Furthermore, the derived
the 2D and 3D simulations (16.5 hrs and 50 min, respectively)aundances are notimmune either to the adopted number of di-
produce statistically significant spatially and temporally avemensions of the convection simulation, in particular for the Fe
aged bisectors, as verified by test calculations restricted to miliggs. The same conclusion holds when comparing line asym-
shorter time sequences: half the time interval produces indigetries and shifts with differences amounting@200ms™*
tinguishable bisectors from the full calculations, while short@n an absolute velocity scale. Even the coarsest 3D resolution
sequences covering 10% of the whole simulation stretches hiwestigated here (5050x63) produces more realistic results
an accuracy of 100ms-! due to the influences of granularin general than corresponding 2D simulations in terms of line
evolution and the radial oscillations corresponding to the ssirengths and asymmetries. In light of the findings presented
lar 5-min oscillations which are present in the numerical bokere and in Paper |, one may conclude that some of the claims
Furthermore, the blue-most bend in the bisectors also occuph@ good correspondence between observations and 2D predic-
significantly larger line-depths in 2D than in 3D, again reflections (e.g. Gadun et al. 1999) are probably fortuitous. The right
ing the shortcomings when simulating a 3D phenomenon likesults can be obtained for the wrong reasons if shortcomings
convection in 2D. Since the most realistic 3D predictions agréeterms of e.g. resolution, equation-of-state, opacities, depth

very well with the observed bisectors it is clear that 2D resulgésale, and temperature structure compensate the errors intro-
are significantly less accurate. duced by the restriction to 2D rather than treating convection

fully in 3D.
Also for an additional reason, 2D convection simulations
provide less of an attractive approach compared to 3D than at

The aim of the present paper has been to investigate how défist glance when considering the computational demand. Due
sitive predicted line profiles and bisectors are to the adoptédthe poorer spatial coverage of the surface convection, the time
numerical resolution and number of dimensions of the conva@riations are significantly larger in 2D than in 3D. As a con-
tion simulations used as model atmospheres in the line trangfegluence, correspondingly longer time sequences are needed
calculations. The investigations have been performed strictiiyorder to obtain statistically significant averaged convection

differentially in order to isolate the effects of the dimensions gfoperties and line profiles. Rather than a difference of a fac-
the numerical grid. tor of about 100 (assuming typical numerical grids 06> and

Relative intensity

6. Conclusions
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solid and dashed lines are least-square fits to the two sets of abundances. The trend with line strength is more pronounced here than in Paper |
due to the use of equivalent widths instead of profile fitting and lower numerical resolution
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spatially averaged Biprofiles are very similar in 2D and 3D ual Fe abundances have been adjusted according to[Table 2 to produce

the same equivalent widths in 2D and 3D. Since in 3D the theoretical
bisectors agree almost perfectly with the observed bisectors (Paper 1) it

is clear that 2D simulations produce discrepant line asymmetries. Note

10? ’ rt;:spectl\;ily, mesh p?.ll?tf) n Cognpu'tlng tlrr1ne|,. n pracu(‘tﬁat all bisectors are on an absolute wavelength scale, emphasizing the
only a aCtor_ ol 5 1s more likely Sfave ) legn the 'm'_tat'onsshortcomings of the 2D simulations to accurately predict the line shifts
found here in terms of spectral line formation, the difference
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