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Abstract. We present the EROS nearby supernova { launched. Studies of type la light-curve shapes, peak magni-
0.02-0.2) search and the analysis of the first year of data (199T)des, colors and spectra have been performed in order to get
A total of 80 square degrees were surveyed. Eight supernobatter insight into the nature of these exploding stars.
were detected, four of which were spectroscopically identified Supernova rates, and in particular their evolution as a func-
as type la supernovee. The search efficiency was determitied of redshift, is another probe provided by supernova science.
with a Monte-Carlo simulation taking into account the efficierNot only are these rates important for tracking the chemical evo-
cies for both supernova detection and host galaxy identificatidution of the universe, but as a tracer of stellar evolution, they
Assuming that for a given galaxy the supernova rate is propafso contain information on which type of progenitor system
tional to the galactic luminosity, we compute a type la supernopeoduces type la supernovee. If the evolution of the supernova
explosion rate ofR = 0.4470-3% T0-13 42 /1010 L, 5/ 100yrs  rate is understood, they may also be used to determine the cos-
at an average redshift ef 0.1 where the errors are respectivelynological parametet3,,; and2, viathe number count-redshift
statistical and systematic (type misidentification included). relationship. With enough statistics, itis possible to measure the
supernova luminosity function which is of critical importance
Key words: surveys — stars: statistics — stars: supernovae: géor understanding Malmquist bias.
eral — cosmology: observations — cosmology: distance scale The supernova rate has been measured at low redshift in
searches based on visual scanning of photographic plates (Cap-
pellaro et al. 1997). At high redshift the rate has been measured
with automatic subtraction of CCD images (Pain ef al. 1996).
The supernova rate for nearby galaxies has previously been es-

Type la supernovae have been shown to be powerful cosriigiated using CCD data by Muller et &l. (1992). Here we report
logical distance indicators useful for the determination of tie first measurement of the rate for low redshift galaxies us-
expansion rate, and the density parameters for matter ar@9 CCDs and with a full numerical calculation of the detection
vacuum energy2,; and2, (Riess et al1998; Perimutter egfficiency. The search was performed by EROS (ignce de
al.[1999). As such, they are the subject of intense study dR@cherche d'Objets Sombres).

a number of nearby and distant supernova searches have beeH! 1990 EROS engaged in a search for massive compact
halo objects (MACHOSs) via gravitational microlensing. Since

1. Introduction

Send offprint requests t®. Hardin (hardin@in2p3.fr) 1996 EROS has been using a dedicated 1 meter telescope, the
* This work is based on observations made at the European Southdarly telescope, at the ESO La Silla observatory. The telescope
Observatory, La Silla, Chile. is equipped with two detector mosaics, each consisting of eight

** Now at LPNHE, Universi Paris VI, 4 place Jussieu, F-75252048x2048 pixel CCDs covering 8.7 x 1.4 deg2 field. A
Paris Cedex 05, France
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SR T of two five minute exposures which are combined to form a

/ i é” ten minute exposure after identification of cosmic rays. Five
‘. A i oah.i 1 to ten fields were observed each night. For the observations

a) : b) G S ;| used in this paper, calibration fields (Landolt 1992) were also

observed before and after the series of supernova fields. This
Fig. la—c.lllustration of the detection technique (detection images efllowed us to calibrate our non-standard filters and to eliminate
SN 1997eb)a Reference image taken on October 7, 1380detection non-photometric nights from the rate measurement.
imggetaken on November 7, 1997. The supernova can bar_ely be distin-The automated processing permits the remote analysis in
guished from the galaxy nucleusThe subtracted frame, obtained afteg 5 e on computers set up at the La Silla observatory of up to
geometric and photometric alugnment@anb frames. The stellar 20 ded during the day following the night of observation. Since
PSFs are matched by convolving the best image. The supernova now .g . y' 9 9 . . )
stands alone. the processing is monitored from France, it requires robustness
and a limited volume of output.

The method for comparing the reference and the search im-
dichroic cube allows the simultaneous recording of two imagages is as follows. The reference image is aligned geometrically
in wide (AX ~ 200 nm) non-standard red\(~ 760 nm) and and photometrically with the search image, and the image of su-
visible (\ ~ 560 nm) bands hereafter referred to As,.s and perior seeing is convolved to match the point spread function
VEros- The telescope, camera and telescope operation are (®SF) of the other image. The two images are then subtracted
scribed in Bauer et al. (19097). and the frame thus obtained is searched for star-like sources.

The greater part of EROS observing time is devoted fidhe selection of the candidate supernovee is performed by ap-
the search for microlensing events by observing the Magelying a set of cuts on the objects detected on the subtracted
lanic Clouds, the Galactic Bulge and the Galactic Disk gésge frame. These cuts are tuned with a Monte-Carlo simulation.
Palanque-Delabrouille et al. 1998; Derue et al. 1999). However, The first and most important cut is applied on the total flux
EROS also devotes 10% of its observing time to the observatiointhe candidate, and is equivalent to a limiting magnitude of
of fields at high Galactic latitudes in order to search for supdry ~ 21.5. Afterwards, a series of cuts involving the com-
novee at low redshifts and to measure stellar proper motionsparison of the candidate shapes(the second moments of a

The EROS supernova search aims at discovering a homo@eaussian fit) with that of the frame stars is designed to elim-
neous sample of supernovee in the low redshift range. Our maiiate inaccurate subtractions. Finally, the detection threshold
scientific goals are the derivation of the nearby supernova ratesset slightly higher within 1.8 arcsec of the center of bright
and the study of the empirical correlation of the peak luminosigalaxies.
with the light-curve shape. EROS has discovered more than 60 The treatment ends with the visual scanning~ob can-
supernovae since 1997. didates per square degree by two independent observers. Most

In this paper, we present a measurement of the type la sfithe candidates are residual cosmic rays, subtraction artifacts,
pernova explosion rate. Because of backgrounds due to variadsiteroids, and variable stars. The residual cosmic rays are iden-
stars and asteroids, we restricted the search to identified galidied by the fact that they only appear on one of the two five
ies. To derive a total supernova rate, we therefore assume thirtute exposures. Asteroids and variable stars are eliminated
the rate for a given galaxy is proportional to the galactic lumipy requiring the candidate to appear in or near a host identified
nosity. For this low statistic supernova sample, no attemptds a galaxy. As a consequence of this last requirement, no su-
made to derive rates for different galaxy types. pernovee with an undetected host can be found. This is taken

In Sect. 2, we give the details of our supernova search tfiio account in the calculation of the search efficiency.
are relevant for the rate determination. In Sect. 3 we present the
subset of data considered in this analysis and the supernovegwenhe data set

found. The galaxy sample for the supernova search is described ) ) )
in Sect. 4. In Sect. 5 we describe the determination of our detE€r this analysis, we have used the data obtained during the two

tion efficiency using a Monte Carlo simulation and derive tHe€arch runs conducted during October and November 1997. A
supernova rate. Finally, in Sect. 6 we present a discussion &§gcription of the observed fields is given in Tdbile 1. They have

interpretation of our results. More details on this measuremdfen divided into 3 zones. The southern hemisphere fields have
can be found in Hardiri (1998). been chosen far from the Galactic plane (mean Galactic lati-

tude (b) ~ —70°), in a region covered by The Las Campanas
_ Redshift Survey (LCRS, Shectman et al. 1996). While the Abell
2. The search technique Cluster fieldd are centered on Abell Clusters at a mean redshift

We searched for supernovae by comparing an image of a gi\?ééf ~ 0.17, the search in these fields was not restricted to the

field with a reference image of the same field taken at least t?/ axies that belong to these clusters. The northern hemisphere

weeks before. The images are taken during dark time. Only ds have been chosen so as to be observable from the La Silla
visible band images are used for the search, but we use b& lle) and Apache Point (New Mexico, USA) observatories at

bands when computing the absolute calibration of the images. Our original program included a study of the peculiar velocities of
The technique is illustrated in Fig. 1. Each observation consigtsse clusters (Reiss et al., 1998).
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Table 1. List of the surveyed sky zones during the October and the November 1997 runs. The number of fields surveyed in each zone is given
in column 2. Due to a temporary malfunction of D@ 7 on thecamera corresponding to the visible band, one field only cav&f degf.

The total surveyed area is thus45 (resp.~ 35) square degrees for the October (resp. November) 1997 run. The southern hemisphere fields
are included in the Las Campanas Redshift Survey fields.

zone # fields « (J2000) 4 (J2000) l b
October 1997 run

Southern hem. 43 22R30° < a < 2R30° 6~ —40° 250° <1<360° —75° <b < —60°

Abell Cluster 8 2h00" < a < 3h00° d~0° 150° <1< 180°  —50° < b < —60°
November 1997 run

Abell Cluster 4 2h00" < o < 3h00’ §~0°  150° <1<180°  —50° < b < —60°

Northern hem. 36 3h00" < a < 4h00’ 6 ~0° 175° <1<190° —35° < b < —55°

Table 2. Main characteristics of the supernovae detected during the October and the November 1997 runs. In the third column, (l.c.) indicates
that the supernova type was derived from its light curve. All magnitudes are corrected for Galactic absorption. Note that SN 1997dk and SN
1997dl occurred in the same galaxy, 2 months apart according to their spectra. The references are as follows: (1) 1AU6760, 1997; (2) IAU6762,
1997%; (3) IAU6782,1997, and IAU6785, 1997.

IAU name date type z host discovery dist. from
R.mag. V;mag host core

SN 1997dh (1) 20/10/1997 Ic 0.05 15.7 20. 5.0”

SN 1997dk  (2) 26/10/1997 la 0.05 15.2 20. 11.0”

SN 1997dl (2) 26/10/1997 la 0.05 15.2 19.5 11.0”

SN 1997dm (2) 26/10/1997 lip(l.c.) 0.03 14.4 21. 6.7

SN 1997eb  (3) 19/11/1997 li(l.c.) 0.08 17.1 21.5 29"

SN 1997ec  (3) 20/11/1997 llp(l.c.) 0.12 16.3 21.5 3.7

SN 1997ed (3) 22/11/1997 la 0.15 175 21. 28"

SN 1997ee  (3) 23/11/1997 la 0.17 17.0 21. 8.6"

the time of the November 1997 run. As a consequence, their Our galaxy selection criterion is based on the (tot&).s
mean Galactic latitude(§) ~ —50°) is not as high as in the magnitude andLAss sTARr. Because of the PSF variation over
southern hemisphere zone. The total area of sky (80 squarettie-CCD mosaic, the cut applied amass sTAR differs from
grees) was covered over a period of 10 days. one CCD to the other. On the other hand, the cutgn; is set
Among the 8 detected supernovee, 5 could be classified agual for all frames and corresponds to a magnitigde~ 18.7
cording to their spectra. The type of the three remaining sier the October 1997 search fields, aRd, ~ 18.4 for the
pernovee was obtained using the shapes of their light curvidevember 1997 search fields. This difference is due to Galactic
The characteristics of these eight supernovae are summarizeakisorption. The cut on the galaxy magnitude was to ensure that
Table2. the host was classified as such during the visual scanning. At
z = 0.1, this corresponds to an absolute magnitud@fQf, ~
—20. 4 5log(Hy /60 kms~"Mpc ") for the host galaxy.
4. The galaxy sample This selection criterion was first tested on the fields shared
with the LCRS: 90% of the LCRS redshift catalog galaxies
In order to determine the supernova rate, we must have a Wglkre identified as such by our criterion, and 95% of the selected

tribution of redshifts. In this section, we describe our galax)jere LCRS galaxies.

verification using LCRS galaxies in our fields. their R, (total) magnitude from theiVi,os and Ri.os Magni-
tudes and the calibration (see Sect. 2), we obtain a galaxy count
4.1. Galaxy identification per magnitude and per degvhich we can compare with pub-

lished counts. The agreement is illustrated in Eig. 2. One can

The position and flux of the sources on the reference and detggy identify the complementary set of objects as stars and ob-
tion frames are measured with the software for source extragn in this way star counts as a function of magnitude. These

tion SExtractor (Bertin & Arnouts 1996). SExtractor measur@gar counts compare well with the Galactic star-count model of
the total flux of extended sources, and provides in additionggncall & Soneira (1984).

star-galaxy separation estimator,ass sTAR, which uses the
intensity profile.
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EROS galaxy counts - comparison with published counts

The K-correction is simply given b¥(,.1(z) = 2.5log(1+

g | z) as proposed by Lin et al. (1996).

3 108 P For a galaxy magnitude d. ;. ~ 17, the mean and rms

ﬁn B vl value of thez-distribution thus obtained are respectively.1

30 e B and~ 0.05.

g | 2 The model was checked by comparing, for each galaxy
e - with an LCRS redshift, the mean p{z|R. z.1) With the mea-

‘ all sources

selected
as galaxy

sured LCRS redshift. Satisfactory agreement was obtained after
adding 0.25 to the EROS total magnitudes (as measured with
SExtractor) so as to align them with the isophotal LCRS mag-

nitudes.
10

5. The detection efficiency and the supernova rate

Iatigh \

(il

18 19 20 21 22 23
R, magnitude

The supernova rat® in the rest frame is expressed in SNa,
in supernovae per unit time per unit blue luminositgNu =
1SN /10'° L, 3/ 100 yrs. The number of supernova ex-
pected to be detected is given by a sum over the observed galax-

iesi weighted by their blue luminosities;:
Fig. 2. Comparison of EROS galaxy counts (histograms) with counts ! 9 y &5

from Bertin & Dennefeld[(1997; stars), Weir et al. (1995; bold daslN— — RxS
dot line), and the northern (bold full line) and southern counts (bold S
dashed line) from Picard (1991). The dotted line histogram shows a§f — Z L; / €i(t, z;) dt
the detected sources on the frames, both stars and galaxies, the full ~ “Z= —o0
line histogram the objects selected as galaxies (With< 20.2), and
the hatched histogram the objects selected as potential hosts fondlireree; (¢, 2;) is the efficiency to detect in galaxya type la
simulation,i.e. with a magnitudeR. < 18.7. This corresponds to a supernova whose maximum occurs at titria the supernova
solid angle of 38 degy(October 1997 Qata). There is good agreemepbst frame. The efficiency clearly depends on the galaxy red-
between our galaxy counts and published counts. shift z; but also on other factors such as the galactic luminosity
and surface-brightness profile. The integfaldt is sometimes
called the “control time” for the galaxy

We now need to determine the sushso the rate can be
evaluated through EQl 3. We do not know the luminosities of
most of the observed galaxies because most of their redshifts
are not known. As discussed in the previous section, we do,
however, know the probability(z|R. 4.1) that the galaxy of
magnitudeR. .. has aredshift. We therefore replace the above
expression fotS with

17

3)

Atthis stage, 225 objects per detiare selected as potentia
host galaxies.

4.2. Magnitude-redshift relationship

For a galaxy of a given magnitudg, ..., the probability that
its redshift isz is given by:

dve
Rc a 1 oo [es}
P(z[Re gal) o ‘ZV (2) x 1) S=y / 0z p(z|Bos) Lu(Res. ) / Gt d @
aip (M = Rega = o (2) = Kga(2)) ot -

) ) ) . ) where the blue luminosity; is computed using the magnitude

In this equationdV../dz is the derivative of the comoving vol- "3 the redshift. The double integral in this equation
ume with respect to, and, is the luminosity distance modu-y,aq evaluated for each galaxy by Monte Carlo simulation of
lus. The cosmological parametgf3,,; {24 ) are setto the value g, ornoyee that are subjected to the same detection procedures
(0.3;0.). Taking the valuegQ,;€2x) = (0.3;0.7) based on < 'iha real data.
distant type la supernovee (Riess ef al. 1998; Perlmutter et al. Because there is a better match between the EROS visible
1999) degregse_s the computed rate by Ie;s than 5%' band and the standard V filter than with the standard B filter,

The distribution of the number of galaxies per unit absoluifis 4psolute luminosities of galaxies are first computed in the
magnitudelNg.1/dM is the Schechter law: standard V band, and then converted into absolute luminosities
in the standard B band. We use the difference between the so-
lar (B — V) colour: (B — V) = 0.65 and a mean{B — V)
colour for galaxies, computed from the results of Fioc & Rocca-
Volmerange((1997)%B — V)gng =0.77.

ngal —0.4x (a+1 f—N
el o Ax(a+1)x (M—M.,)
Fivi x 10

measured by the LCRS (Lin et al. 1996) whetecrs =
—07 and M* R. LCRS = —2029 + 510gh (h =
Hy/100 kms~'Mpc ™).

exp (_10—0.4>< (M—M*)) )
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Detection efficiency (1) Detection efficiency (2)
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Fig. 3. The detection efficiency as a function of the simulated super-F'g' 4.Dependence of the detection efficieay the distance between

nova magnitud®’, at discovery. It corresponds to alimiting magnitudetzhe simulated supernovaand its host galaxy core. The average efficiency

0 ;
Vs ~ 21.5. The maximum efficiency is belowbecause of the maskedg'aasslg\;\t';?s;o ﬁ]ber;;ag:ess.upe7;rl;)v;Itlﬁzg;ltjcr)vdersoarte);§$ple_c HZ 2@to
areas near CCD defects and saturated stars. y Ximum, causing r>% P ST e

Detection efficiency (3)

€ F EF
5.1. Supernova simulation 1~ i
B 08 |-
The Monte Carlo simulation proceeds as follows. For each g, ;I K
tential host galaxy, a series of redshifts is drawn randomly ¢ [ 06
cording to the distribution appropriate for the galaxy appareo.6 — L
magnitude. For each redshift, a tirhgince maximum is drawn 04 |
uniformly between-15 and+120 days in the supernova rest?4 [ ; ; B
frame. The absolute magnitudé$,,, and My_ of the super- - | | 02 [t
- J c . 02 - ‘ <D
nova at that time are taken from the templates in these st™" .-~ L L
dard filters provided by Riess et dl. (1996). To account for th , it bl I ST R o
observed spread of supernova luminosities, a gaussian sce 18 19 20 21 2z 23 0 5 10 15 20 25
AM =0 2 mag was added. The apparent magnitude of tt host surface brightness host local relative gradient
‘ : R./arcsec?

simulated supernova is computed from the redshift using the -
correction from Nugent & Kim[(in preparatipn) and assumingig. 5. Detection efficiency as a function of the host galaxy surface
(Qr,924) = (0.3,0.) as above. brightness (left pannel) and of the local gradient at the point where

The supernova standard apparent magnitudes are then ¢ofsimulated supernova is added (right pannel). The local gradient
verted into aV,.s flux using our calibration. The position ofwas taken to bg = max (pixel(zs,y:) — pixel(z;,¥;)) ;_; <, /B
the supernova in the host galaxy is drawn according to a t\,\yg_]ere B is the local Poissor_1 noise. The (_jistributions of the_ surface
dimensional Gaussian distribution, the first and second org&ghtness and the local gradient are superimposed (dashed lines). The
moments and orientation of which are those of the host Objeggglbutlons are shown for supernovae whose magnitude is in the range

D < V5 < 21.

As supernovee are stellar sources, they appear on the frame
with the same PSF as the field stars do. The PSF is modeled by a
two-dimension integrated Gaussian. Its second order momentsAs foreseen, the detection efficiency depends on the host
are set to the mean moments computed by fitting the starsgataxy characteristics, such as the surface brightness or the lo-
the same CCD quadrant, in order to take into account the spatial gradient where the simulated supernova is added. These
variation of the PSF. results are presented in Fig. 5, where the distribution of these
two parameters have been superimposed on the efficiency. The
distributions are shown for supernovee whose magnitude is in
the range20.5 < V; < 21. They peak where the efficiency is
The detection efficiency is derived by comparing the list of singgood, thus moderating the impact of the efficiency behaviour.
ulated supernovee and the list of the supernovee selected by the
search cuts. e

The detection efficiency as a function of magnitude is shov?h& Redshift distribution
in Fig.[3. It appears as a smoothed step function, correspondirige Monte-Carlo computed redshift distribution of detected
to a limiting magnitudé’; ~ 21.5. There s a slight dependencesupernovae is shown in Figd. 6. The thin solid line shows the
on the distance of the supernova from the host galaxy coredistribution when all the analysis cuts are applied. For com-
shown in Figl4. parison, the dotted line shows the redshift distribution when

5.2. Detection efficiency
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only two cuts are applied, one on the supernova magnitu Expected redshiit distribution
Vy < Vj, = 21.5, and one on the host galaXy:.,.s magni- Entries 8897
tude equivalentt@. g1 < R.gal, = 18.7. The thick solid line § ? Mean 0.1445

shows the distribution obtained with an analytic model whe2 RMS 0.5940E-01
we assume that the type la supernova rate is proportionnag 0.8

the host galaxy luminosity and that the galaxy luminosity distis

analytic model

bution is given by the LCRS Schechter law (Eq. 2). In this an§ %° Monte-Carlo
Iytic model the cuts are described by two step-functions whos Y S \ + simplified cut
thresholds are respectivelyy, and R, z.1,. Using this analytic ' " Monte-Carlo
model, we find that imposing the host galaxy magnitude c 0.2 +analysis cuts
reduces the number of detected supernova by a factbB.

The observed redshift distribution of the 4 discovered tyj ol L S L L
la supernovee is in agreement with the Monte-Carlo distrib 0 005 01 015 02 025 03 035 04 045 05
tion (the Kolmogorov-Smirnov compatibility test gives a 25% redshift z

probability), although the small-number statistics prevents afl. 6. The expected redshift distribution. The thin solid line shows
definitive conclusion. The mean and rms of the expected rebe distribution inz derived from the Monte-Carlo simulation when
shifts, respectively).14 and0.06, are to be compared with thethe analysis cuts are applied. The dotted line shows the same but with

mean and rms of the observed redshifts, respectivély and only two cuts applied, one on the supernova magnitdde < 21.5)

0.06. and the other one on the host galaXy..s magnitude equivalent to
Rcga1 < 18.5. The latter distribution compares well with a simple

_ analytic model as described in the text (thick solid line). The arrows
5.4. Explosion rate indicate the redshift values of the 4 discovered type la supernovee.

The rate is computed by dividing the number of observed su-
pernovaeV,,s by the sums:

6.2. Galaxy counts and redshift distribution
R = Nips/S ) y

To take into account the requirement for the detected supernova
The sum obtained iS5 = 9.0910'2 42 Ly, yr. For to be found in a galaxy, potential host galaxies were selected by
None = 4 type la supernovee, this corresponds to a raigquiring thgt theirn_wagnitudBc satisfy_RC < R (Segt.4.1).
R — 0_44458:3? h? /1010 Ly, ,/ 100 yr where the error is sta- g?e.z magnitude shift o, translates into a 10% shift on the
The galaxy sample misidentification is estimated to be about
10% (Sect. 4.1), which gives rise to a 10% uncertainty in the
computed rate.

tistical and given at a 68% confidence level.

6. Discussion

The numerical calculation of the efficiency makes it possible 3. Supernova luminosity distribution
study various systematic effects. We study here the effects inl‘mrf

: . , : he simulation, the supernova light curve was approximated
ent in the hypotheses used in the Monte Carlo simulation, SLB‘SPVJ and R, templates of Riess et al. (1996). The light-curve

as the calibration relations or the assumed type la Superng}%pe is described through two parameters: the peak magnitude

light-curve shape. My, max @and the stretch factor (Perimutter et al._1999). We
assumed in the analysis thify, . = —18.4 + 5log h with
6.1. Calibration an added gaussian scattefdf mag, which corresponds to the

observed distribution for the 16 supernovae from the Hamuy et
RE: (?) sample reanalysed in Perimutter etal. (1999). No stretch
factor correction was taken into accoung, s was set tos =

functi fits andR itud dwh . To test the robustness of this analysis, we reperformed the

ZLSJE;r;t(i):g ?r?eagglr:x;ogt?séhjtznlumcinn;:igtJ;Iirl: t;;' fﬁ?er‘?;renanalysis assuming, following Perlmutter et al. (1999), that the
L ; L eak magnitude is described max = My, max — 0.6

the rate computation in SNu. The redshift galaxy distribution }s 9 By, V7o ~

. . . 5 — 1), where theMy,, | max distribution is a Gaussian centered
verified with the LCRS galaxies, therefore we shall only ta r}MVJ — _18.4 + 5 log h with a scatter — 0.2 mag., ands

into account here the last two steps. Their contributions are.g_a Gaussian centered sn- 1 with a scatteb — 0.1. The rate

. ) - i
0,

Opposite sign, So that the estimated 10% uncertainty in the C@&culated with these assumptions differed from that calculated

th the standard assumptions by less than 1%.

bration zero-point yields only a 5% uncertainty in the comput
On the other hand, it seems possible that the type la su-

rate.
pernova mean peak magnitude might be uncertain to about 0.1

when measuring the galaxy magnituie, which is used to
draw its redshift, when computing the ADU flux of a simulate
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